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Introduction
My name is Jonathan Rotner and I am a collector. Some people collect autographs, some collect stamps, some collect Pokémon. I collect stories of technology gone wrong.
A couple of years ago, a small team of researchers and I published a website and a paper called,
“AI Fails and How We Can Learn from Them.”[endnoteRef:2] A few stories really stayed with me: [2:  Rotner, J., Hodge, R., Danley, L., Drozdetski, S., Ursino, J., & Williams, E. (2020, July). AI Fails and How We can Learn from Them. https://sites.mitre.org/aifails/; for the full paper, see: Rotner, J., Hodge, R., & Danley, L. (2020, July). AI fails and how we can learn from them. MITRE. https://sites.mitre.org/aifails/wp-content/uploads/sites/15/2021/02/AI-Fails-and-How-We-Can-Learn-from-Them-MITRE-2020.pdf ] 

· [bookmark: _Hlk100821234]A psychiatrist realized that Facebook’s ‘people you may know’ algorithm was recommending her patients to each other as potential ‘friends,’ since they were all visiting the same location.[endnoteRef:3]  [3:  Hill, K. (2016, August 29). Facebook recommended that this psychiatrist’s patients friend each other. Splinter. https://splinternews.com/facebook-recommended-that-this-psychiatrists-patients-f-1793861472 ] 

· An artificial intelligence (AI) algorithm for allocating healthcare services in a healthcare facility offered more care to White patients than to equally sick Black patients. The algorithm was trained on real data patterns, where unequal access to care means less money is traditionally spent on Black patients than White patients with the same level of need. Since the algorithm was programmed to drive down costs, it focused on the group where more funding was allocated for care, and therefore offered more care to White patients. 
As an engineer, my first reaction was that these are engineering problems that can be analyzed and fixed.
However, they’re actually issues of equity.
The ‘people you may know’ example reminded me that decisions that go into algorithmic design always have unintended consequences, which can result in real harm. The healthcare example emphasized to me the danger of relying on data that purports to be objective, yet stems from a history of systemic injustice, as well as the importance of selecting between a mathematical and a human-centric objective.
There was a third story from our research that left me with a very different takeaway.
· The Department of Veterans Affairs (VA) is exploring whether virtual reality (VR) could have therapeutic value for veterans. VA medical centers[endnoteRef:4] and researchers[endnoteRef:5] believe that VR could help with Post-Traumatic Stress Disorder, as well as help alleviate feelings of isolation during the pandemic. Results are still being assessed, but in the meantime veterans have an opportunity to co-create, along with researchers and medical professionals, a more personalized approach to their care that combines new technology with traditional forms of therapy. [4:  Shapiro, C. (2021, December 22). How the VA Is Using VR for Veterans’ Therapy. FedTech. https://fedtechmagazine.com/article/2021/12/how-va-using-vr-veterans-therapy-perfcon ]  [5:  Vianez, A., Marques, A., & Simões de Almeida, R. (2022, January 1). Virtual Reality Exposure Therapy for Armed Forces Veterans with Post-Traumatic Stress Disorder: A Systematic Review and Focus Group. International Journal of Environmental Research and Public Health. https://doi.org/10.3390/ijerph19010464 https://pubmed.ncbi.nlm.nih.gov/35010723/ ] 

This example showed me that when a technology is used to help those in need, with the participation and guidance of those who are affected, the outcomes can become both equitable and extraordinary.
Every project is an equity project, because it affects other people.
From experts in equity, I learned that equity means the elimination of disproportion and disparity.[endnoteRef:6] Equity occurs when outcomes cannot be predicted from the characteristics of an individual or group.[endnoteRef:7]  [6:  Wellbeing Waterloo Region. (2020, February 6). Challenging systemic barriers: The equity lens (Part 2 of 3) [Video]. YouTube. https://www.youtube.com/watch?v=wiCd6Hxitps 
An example of disproportionality is “The percentage of children of a certain racial or ethnic group in the country as compared to the percentage of the children of the same group in the child welfare system. For example, in 2000 Black children made up 15.1 percent of the children in this country but 36.6 percent of the children in the child welfare system.”
An example of disparity is “Unequal treatment when comparing a racial or ethnic minority to a non-minority. This can be observed in many forms including decision points (e.g., reporting, investigation, substantiation, foster care placement, exit), treatment, services, or resources. Research shows that children of color in foster care and their families are treated differently from—and often not as well as—white children and their families in the system. For example, fewer African American children receive mental health services even though the identified need for this type of service may be as great (or greater) for African Americans as for other racial or ethnic groups.”
Both examples come from: Office of Children and Family Services, New York State. Disproportionality and Disparity. (Accessed September 16, 2022). https://ocfs.ny.gov/main/recc/disparity.php  ]  [7:  Gulati-Partee, G. OpenSource Framework – Power and Equity. OpenSource Leadership Strategies. (2018). https://buildthefoundation.org/wp-content/uploads/2018/11/OpenSource-Framework-Power-and-Equity-002.pdf ] 

Equity isn’t the same as equality. Equality assumes we all have the same needs, goals, and opportunities; equity directs us to understand the different obstacles that different people face and leverage the different resources that different groups possess. Equity also isn’t the same as fairness. Fairness is an ideal – a goal for pursuing good intentions; equity doesn’t care how fairness is defined, it emphasizes that goodness must be measured by impact, not intent. 
For me, an electrical engineer who got a graduate degree in circuit design, worked on 3D-printing prototyping and participated in AI research projects for the national defense sector, I had no experiences that prepared me or trained me to consider equity, or that equipped me with the tools or skills to design algorithms with equity in mind. I needed to practice designing for equity to understand it, let alone get better at it.[endnoteRef:8] [8:  To help you practice, MITRE put together a guide. Choi, J., Deveneau, L. K., Freeman, T. C., Humphreys, J., Rotner, J., Ward, D., Davis, M. & McKnight, M. Designing for equity starter guide. The MITRE Corporation. Unpublished (expected publication date of Fall 2022, on https://sjp.mitre.org/).] 

More and more issues involving equity in advanced technology, like the stories above, are coming to light. They’re not simple engineering problems, but examples of hidden biases, limited perspectives, and systemic injustice. Just as engineers and algorithm developers learn how to make efficient use of computer resources, study theories of computability and compiler design, and practice by developing programs in different computer languages, we have to learn how to practice equity. That means learning how to view technologies as part of a complex ecosystem that interacts with and influences human behavior, decision making, preferences, strategies, and ways of life in beneficial, and sometimes less beneficial, ways. Once we understand the importance of equity, we can incorporate it into technological design.
[bookmark: _Hlk101337446]I created this “Equity Guide for Techies” workbook because I wanted to make equity seem less foreign to my fellow techies. By the term techies I mean people who apply mathematical, engineering, data-science based approaches to solving a problem. Techies could be coders or developers, program managers, designers, or, in fact, any people who consider themselves techies.
I also want to acknowledge that equity is a challenging theme to explore. It is a charged topic; we may feel it shows up everywhere, sometimes in settings we don’t expect, whether we want it to or not. It can be so tempting to just dismiss it. Equity can also be felt deeply and personally; it can remind us that our experiences are shared by others, while simultaneously stirring up pain, anger, guilt, defensiveness, or fear. Engaging in this topic isn’t quick and it isn’t easy. But it’s important, because our work affects others, whether or not we’re aware of how it does so, and whether or not we intend it to do so. 
We can only get to equitable outcomes if we intentionally pursue them.
The goal of the workbook is to help techie teams define and redefine success for a project by linking success criteria to equitable outcomes. I pulled from established design techniques, and I learned from (and am deeply grateful to) some remarkable authors[endnoteRef:9] to inform this workbook. [9:  This list includes:
(i)	Dr. Christine Marie Ortiz Guzman, Equity Meets Design (https://equitymeetsdesign.com/).
(ii)	The Creative Reaction Lab (https://www.creativereactionlab.com/), specifically their webinar series.
(iii) Dr. Sasha Costanza-Chock and their book, Design Justice. Community-led Practices to Build the Worlds We Need. (2020). Cambridge: the MIT Press. https://mitpress.mit.edu/books/design-justice 
(iv) The Ethical Explorer guide and Ethical OS, a partnership between the Institute of the Future, a think tank, and the Tech and Society Solutions Lab, a former initiative from the impact investment firm Omidyar Network. Available at: https://ethicalexplorer.org/ (Ethical Explorer) and https://ethicalos.org/ (Ethical OS).
(v) Rosa González of Facilitating Power. (2020). The spectrum of community engagement to ownership. https://www.communitycommons.org/entities/3aec405c-6908-4bae-9230-f33bef9f40e1
(vi) MITRE’s Innovation Toolkit (https://itk.mitre.org/). 
(vii) MITRE’s Framework for Assessing Equity in Federal Programs and Policies. Available at: The Social Justice Platform Team, The MITRE Corporation. (2021, May). A framework for assessing equity in federal programs and policy [Technical paper]. https://www.mitre.org/publications/technical-papers/a-framework-for-assessing-equity-in-federal-programs-and-policy 
I hope to adequately reflect their teachings as I build off their work.] 

By the end of the workbook, I hope you walk away with three outcomes. 
(1) A sense of which group(s) of people are likely to benefit most from your efforts, or who might be at particular risk from inequitable results of your efforts, as well as ideas about who could tell you more about such potential benefits and risks.
(2) Intentionally establishing an equitable direction for your efforts, as well as actionable next steps for your team to take.
(3) A reliable process for incorporating equity into your efforts and emphasizing its role in your efforts. 
[image: ]An Equity Guide for Techies

The four activities in this workbook are estimated to take 2–3 hours in total. Because the activities ask you to do some thinking and exploration, it’s probably best to spread the work out and give yourself and your team time for that thinking and exploration. You are always welcome to return to these pages as your project evolves.
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What Are the Core Principles When Designing for Equity?
My best answer to this question so far is to share how equity challenges my thinking and guides my actions. I start with three truths that are easy for me to overlook, undervalue, or brush aside, but that equity forces me to face. Starting with those truths changes my perspective on how I approach a problem, and which people I need to include in comprehending and addressing the problem. This understanding and partnership with others leads to better and more acceptable outcomes, since they will come to reflect the complexities and nuances inherent in the challenge.

Truth #1: What I make will always have unintended consequences. People change, environments change, priorities change, and people will use what I make in ways I can neither expect nor control.
[image: Accepting this inevitability helps me to appreciate that my noble intentions do not guarantee desired outcomes.] [endnoteRef:10] [10:  Image: Asmakar. A hand drawing of a person sitting and reading on his cell phone. dreamstime. https://www.dreamstime.com/sketch-man-reading-his-smartphone-city-park-image146198413 ] 

So many examples show technology and algorithms going awry, being misused, and/or causing real harm.[endnoteRef:11] So if I know that unintended consequences will follow, then I become able to plan for and anticipate some of them. [11:  There are over 1300 collected incidents in the Artificial Intelligence Incident Database (see: Artificial Intelligence Incident Database [https://incidentdatabase.ai/?lang=en]), and there are 50 real-world examples, accompanied by a characterization of why things went wrong in: Rotner, J., Hodge, R., & Danley, L. (2020, July). AI fails and how we can learn from them. MITRE. https://sites.mitre.org/aifails/wp-content/uploads/sites/15/2021/02/AI-Fails-and-How-We-Can-Learn-from-Them-MITRE-2020.pdf.] 

Equity means that the success of my effort must be measured by its ongoing impact on humans and the environments that we inhabit.
That’s not something I learned in engineering school. Take a moment before continuing and ask yourself: Is that how you measure success now?


Truth #2: There often isn’t a single right answer, and multiple right answers force us to make tradeoffs. For example, I need to make tradeoffs when I ask myself: For whom am I designing? Can I improve accuracy by gathering better data while respecting the privacy and autonomy of individuals? Do I create fair and good outcomes by treating everyone equally or by learning about and adjusting to the different opportunities and histories of different people? Techies make these tradeoff choices. And through these tradeoffs, some win and some lose. Yet, so many examples show underserved populations[endnoteRef:12] are the ones that usually lose out, that suffer disproportionately.[endnoteRef:13] A single tradeoff decision has limited impact; but when every techie team chooses the same losers, then it becomes a pattern that ends up harming those who have been repeatedly and historically harmed.  [12:  The White House defines “underserved populations” as “populations sharing a particular characteristic, unique challenges, and geographic communities, who have been systemically and institutionally denied a full opportunity to participate in aspects of economic, social and civic life.” The Department of Veterans Affairs expands this definition to include “Black, Hispanic and Latino, or Indigenous and Native American persons; Asian Americans and Pacific Islanders and other persons of color; members of religious minorities; women; individuals who face discrimination based on sex, sexual orientation, gender identity or gender expression, including pregnancy status and including LGBTQ+ persons; persons with disabilities; first-generation professionals or first-generation college students; individuals with limited English proficiency; immigrants; persons who may face employment barriers based on older age; persons who live in rural areas; and persons otherwise at-risk of persistent poverty, homelessness or inequality.” Sources: The White House. (2021, September). Executive order on advancing racial equity and support for underserved communities through the federal government. https://www.whitehouse.gov/briefing-room/presidential-actions/2021/01/20/executive-order-advancing-racial-equity-and-support-for-underserved-communities-through-the-federal-government/; and Department of Veterans Affairs. (2021, September). Inclusion, Diversity, Equity, & Access (I-DEA): Action plan (Version 1). https://www.va.gov/ORMDI/docs/VA_I-DEA_Action_Plan-SIGNED.pdf ]  [13:  Some examples:  
(i)  In 2015, Amazon used an AI application to find the top talent from stacks of resumes. Because the algorithm was trained on data from previous hires, its selections reflected those existing patterns and strongly preferred male candidates to female ones. In fact, female-specific activities or patterns (such as joining a female-based organization or specific word choices) penalized female candidates. Source: Dastin, J. (2018, October 9). Amazon scraps secret AI recruiting tool that showed bias against women. Reuters. https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G 
(ii) COMPAS, a tool that assesses recidivism risk of prison inmates (repeating or returning to criminal behavior), produced controversial results and debate about how it measures fairness. The outcomes were that Black inmates were twice as likely as White inmates to be classified as presenting medium or high risk. Sources: Corbett-Davies, S., Pierson, E., Feller, A., and Goel, S. (2016, October 17). A computer program used for bail and sentencing decisions was labeled biased against blacks. It’s actually not that clear. The Washington Post. https://www.washingtonpost.com/news/monkey-cage/wp/2016/10/17/can-an-algorithm-be-racist-our-analysis-is-more-cautious-than-propublicas/; and Wexler, R. (2017, June 13). When a computer program keeps you in jail. The New York Times. https://www.nytimes.com/2017/06/13/opinion/how-computers-are-harming-criminal-justice.html 
(iii) Since 2008, initial deployments of webcam facial tracking algorithms cannot identify faces of darker skinned individuals, because most of the training data came from white skinned persons and the developers were also white skinned). One particularly illuminating demonstration of this pattern occurred in 2018, when Amazon’s facial recognition system confused pictures of 28 members of Congress (the majority of them dark-skinned) with criminal mugshots. Sources: Simon, M. (2009, December 23). HP looking into claim webcams can’t see black people. CNN. http://www.cnn.com/2009/TECH/12/22/hp.webcams/index.html; and Barrett, B. (2018, July 26). Lawmakers can’t ignore facial recognition’s bias anymore. Wired. https://www.wired.com/story/amazon-facial-recognition-congress-bias-law-enforcement/   ] 

Equity means I need to make different choices. Equity means
my efforts must specifically prioritize underserved populations.
Fortunately,
[image: So many research examples showed me that equity isn't a zero-sum game like I expected. Designing for underserved  populations often ends up benefitting everyone.] [endnoteRef:14] [14:  Image: Luadthong, T. Beautiful Painting of People in a City Park at Sunset, Illustration. Art.com. https://www.art.com/products/p53595033372-sa-i10831826/tithi-luadthong-beautiful-painting-of-people-in-a-city-park-at-sunset-illustration.htm ] 

Some examples are:
· Closed captioning (transcribing audio into text) was created to help the deaf and hard of hearing. It also brought advantages to wider audiences, including those learning English, those wanting help in understanding accents, and those in an area where access to audio is limited (like watching the news while sitting at an airport gate).[endnoteRef:15]  [15:  Fitzgerald, S. (2014, September 14). A history of closed captioning. Video Caption Corporation. https://www.vicaps.com/blog/history-of-closed-captioning/; and AST. (2022, April). Closed captioning and audio description benefits. https://www.automaticsync.com/captionsync/learn/closed-captioning-benefits/] 

· Michigan’s Department of Health and Human Services wanted to simplify the application forms for major assistance programs, which were exceedingly long (18,000 words on 42 pages) and included poorly worded questions. A redesign not only helped current and potential applicants, but also reduced the burden on government workers (through significantly fewer site visits and time spent correcting responses, as well as increased submission of verification documents required for maintaining benefits).[endnoteRef:16] [16:  Civilla & Michigan Department of Health and Human Services. (2019, Fall). Project Re:New: Designing simple and intuitive renewals for Michigan’s largest assistance programs. https://static1.squarespace.com/static/5d05998888b6c9000122325d/t/5de978d72fe4683bc4aaee60/1575581928117/Civilla+Project+ReNew+Report.pdf; and Lowrey, A. (2021, July 27). The time tax: Why is so much American bureaucracy left to average citizens? The Atlantic. https://www.theatlantic.com/politics/archive/2021/07/how-government-learned-waste-your-time-tax/619568/] 

· Curbed ramps on sidewalks were originally designed to help people in wheelchairs more easily move around in public spaces. They also brought advantages to other groups, including people pushing strollers, kids pulling wagons, adults pulling luggage, and delivery people pulling dollies.[endnoteRef:17]  [17:  U.S. Access Board. (2015, July). Ramps and curb ramps [U.S. Access Board technical guide]. https://www.access-board.gov/ada/guides/chapter-4-ramps-and-curb-ramps/; and Michigan State University Extension. (2016). Inquiring minds want to know — Science activities for young minds. https://www.canr.msu.edu/resources/inquiring-minds-want-to-know-ramp-n-roll ] 

Take a moment before continuing and ask yourself: Are there more examples of things you use and benefit from that were designed for underserved populations?

Truth #3: The world is not a meritocracy. Sometimes equity is defined as fairness – there’s an underlying assumption that outcomes will fairly reflect an individual’s effort, skill, and will (in other words, a meritocracy). There’s a catch, though: so many examples show that society is unequal, and we live in a world in which discrimination is entrenched, and skill and willpower alone cannot overcome these inequalities.[endnoteRef:18] Meritocracy lacks merit.[endnoteRef:19],[endnoteRef:20] [18:  Some examples: 
(i)  Wage disparities exist across a range of occupations. Black women working as personal care aides make 87 cents for every dollar paid to their White, non-Hispanic male counterparts. Black women who are highly educated, such as those working as physicians and surgeons, make just 54 cents for every dollar paid to their White, non-Hispanic male counterparts. In 2017, Hispanic men made 14.9 percent less in hourly wages than comparable White men (an improvement from 17.8 percent in 2000), while Hispanic women made 33.1 percent less than comparable White men. Sources: Temple, B., & Tucker, J. (2017, July). Workplace justice: Equal pay for Black women [Fact sheet]. National Women’s Law Center. https://nwlc.org/wp-content/uploads/2017/07/Equal-Pay-for-Black-Women.pdf; and Mora, M. T., & Dávila, A. (2018, July 2). The Hispanic–white wage gap has remained wide and relatively steady: Examining Hispanic–white gaps in wages, unemployment, labor force participation, and education by gender, immigrant status, and other subpopulations. Economic Policy Institute. https://www.epi.org/publication/the-hispanic-white-wage-gap-has-remained-wide-and-relatively-steady-examining-hispanic-white-gaps-in-wages-unemployment-labor-force-participation-and-education-by-gender-immigrant/ 
(ii) Studies of employee hiring find that when changing names, the exact same resumes have very different callback results. White-sounding names receive 50% more callbacks for interviews. Mothers are penalized for being parents (compared with childless persons and fathers). In a double-blind study, job applicants randomly assigned a male name were rated as significantly more competent and hirable and were offered a higher starting salary and more career mentoring compared to identical applicants assigned female names. Sources: Bertrand, M., & Mullainathan, S. (2004). Are Emily and Greg more employable than Lakisha and Jamal? A field experiment on labor market discrimination. The American Economic Review, 94(4), 991–1013. https://www.uh.edu/~adkugler/Bertrand&Mullainathan.pdf; Benard, S., Paik, I., & Correll, S. (2007). Getting a job: Is there a motherhood penalty? American Journal of Sociology, 112(5), 1297–1338. https://sociology.stanford.edu/publications/getting-job-there-motherhood-penalty; and Moss-Racusin, C. A., Dovidio, J. F., Brescoll, V. L., Graham, M. J., & Handelsman, J. (2012). Science faculty’s subtle biases favor male students. Proceedings of the National Academy of Sciences, 109(41), 16474–16479, https://www.pnas.org/content/pnas/109/41/16474.full.pdf
(iii) In 2016, On The Media’s extensive series about poverty in America challenges and debunks commonly-held myths that poverty is a result of lack of will to work, and that contemporary safety nets can lift people out of poverty. Source: Gladstone, B. (2016, September 28–October 28, 2016). Busted: America’s poverty myths [Audio podcast series]. In On the Media with Brooke Gladstone. WNYC. https://www.wnycstudios.org/podcasts/otm/projects/busted-americas-poverty-myths 
(iv) The Pell Institute for the Study of Opportunity in Higher Education published a 2021 report on The Indicators of Higher Education Equity in the United States. The Director of the Institute summarized the report by saying, “The inescapable conclusion considering the statistics in the report is that the U.S. higher education system is deeply segregated by parental socio-economic status and by race and ethnicity. This has resulted in a cost and funding structure that provides almost insurmountable barriers for nontraditional, low-income and students of color to overcome. It is an overly competitive system, that ends up producing highly resourced monocultured institutions serving a small percentage of students who are highly resourced academically and financially.” Source: The Pell Institute for the Study of Opportunity in Higher Education and PennAHEAD. (2022). Indicators of higher education inequity in the United States: 2022 historical trend report. http://pellinstitute.org/indicators/ 
(v) The CDC tracks COVID-19 infection, hospitalization, and death rates by race and ethnicity: its data reveals that American Indian or Alaska Natives, Black, and Hispanic persons all have higher rates of hospitalization and death compared to White Americans. Source: Centers for Disease Control and Prevention. (2022, June 2). Risk for COVID-19 infection, hospitalization, and death by race/ethnicity. https://www.cdc.gov/coronavirus/2019-ncov/covid-data/investigations-discovery/hospitalization-death-by-race-ethnicity.html 
Independently, each example demonstrates systemic inequalities. Taken together, the societal disadvantages compound and are that much harder to overcome.]  [19:  Davis, J. L., Williams, A., & Yang, M. W. (2021, July-December). Algorithmic reparation. Big Data & Society. https://doi.org/10.1177/20539517211044808. https://journals.sagepub.com/doi/pdf/10.1177/20539517211044808.]  [20:  Kalluri, P. (2020). Don’t ask if artificial intelligence is good or fair, ask how it shifts power. Nature, 583, 169. https://doi.org/10.1038/d41586-020-02003-2. https://www.nature.com/articles/d41586-020-02003-2  ] 

Statistics represent a compelling example of a solution based on the idea of fairness. Statisticians try to achieve fairness through mathematical means – by seeking to achieve equal error rates across different socioeconomic groups (fairness through parity), by minimizing the disparity of outcomes across different groups (fairness through equality),[endnoteRef:21] by weighting outcomes to mirror existing demand (fairness through perpetuation),[endnoteRef:22] or by intentionally ignoring demographic attributes (fairness through unawareness).[endnoteRef:23] Fairness turns out to not be enough. [21:  Zhang, J., and Bareinboim, E. (2017, November). Fairness in decision making – The causal explanation formula (Technical Report No. R-30-L). Purdue University. https://www.cs.purdue.edu/homes/eb/r30.pdf; and Verma, S., & Rubin, J. (2018, May 29). Fairness definitions explained [Conference presentation]. FairWare ’18, Gothenburg, Sweden. https://fairware.cs.umass.edu/papers/Verma.pdf ]  [22:  Jorge Arturo Cobb. (2011, October 4–7). Rate equalization: A new approach to fairness in deterministic quality of service [Conference presentation]. IEEE 36th Conference on Local Computer Networks, Bonn, Germany. https://www.researchgate.net/publication/221081337_Rate_equalization_A_new_approach_to_fairness_in_deterministic_quality_of_service; DeDeo, S. (2016, June 27). Wrong side of the tracks: Big Data and Protected Categories. Department of Informatics, School of Informatics and Computing, and Program in Cognitive Science, Indiana University, and Santa Fe Institute. https://arxiv.org/pdf/1412.4643.pdf; and Feldman, M., Friedler, S. A., Moeller, J., Scheidegger, C., & Venkatasubramanian, S. (2015, August 10–13). Certifying and removing disparate impact [Conference presentation]. KDD ’15, Sydney, Australia. https://hdc.cs.arizona.edu/papers/kdd_2015_bias.pdf ]  [23:  Dwork, C., Hardt, M., Pitassi, T., Reingold, O., & Zemel, R. (2011, November 30). Fairness through awareness. Cornell University. https://arxiv.org/abs/1104.3913] 

[image: When I pursue fairness through statistics, I end up accurately reproducing the world as it is -- unequal] [endnoteRef:24] [24:  Image: Farmer, E. (2011, February 28). Cypress Row Tuscany Italy. fineartamerica. https://fineartamerica.com/featured/cypress-row-tuscany-italy-elaine-farmer.html ] 

Equity means that my design efforts must counteract
the systems that underserve populations.
I don’t think that sentiment ever came up in one of my engineering peer reviews or project quality reviews. Take a moment before continuing and ask yourself: What are the dominant emotions you are experiencing in reaction to that statement? Why do you think that is?

These truths give me a better grasp on what equity means. But I’m anticipating you might have one of two questions: “How do I put these equitable principles into practice?” or, “What if I’ve got deadlines and other project priorities I have to meet before I can think about equity?”
Good news: what to do next happens to be similar.
Reach out to others about it, specifically others outside your field of expertise or from an entirely different background. You’re going to get different perspectives, hear unexpected ideas, and make creative connections. These conversations don’t have to be formal – casual and quick might work best. Try to avoid using the words ‘fairness’ or ‘equality.’
I have one last truth: no one knows the specific challenges, barriers, resources, and opportunities to a problem better than those with lived experience (i.e., personal knowledge or first-hand experience) and their allies already engaged in trying to remedy inequalities in that domain. 
Actualizing equity means integrate the technical experts (i.e., the design team) with those who have lived experience and their allies, and adhere to mutually reinforcing purpose and accountability, which results in shared benefit and decision-making power. Or stated simply,
Actualizing equity means, “nothing about us without us.”[endnoteRef:25] [25:  This phrase was popularized by disability rights activists in the 1980s through 2000s. Charlton, J. (2000, August). Nothing About Us Without Us: Disability Oppression and Empowerment. University of California Press. https://www.ucpress.edu/book/9780520224810/nothing-about-us-without-us 
The phrase is sometimes more broadly adopted by modern-day social justice activists to include communities in addition to the disability rights communities.] 


I hope that this workbook will help you and your team think through how to start putting all these pieces together and gives you practical ideas on how to do so. When you’re ready, let’s get going. 

Prologue: Is This the Right Time to Engage with This Workbook?
If you don’t have a sense of the problem space, if you’re staring at a blank page, or if you’ve shared an idea that starts and ends with ‘Wouldn’t it be great if…’ then this workbook may not be useful to you – at least not yet. Luckily, MITRE’s Innovation Toolkit has some tools that can help you put give substance to those ideas. Try problem framing,  storyboarding or a value proposition canvas. 
However, if you’re
· I	having difficulty thinking through the risks associated with the problem you are trying to address, or
· unsure who might be negatively affected by your approach, or
· trying to better understand an identified problem, or 
· developing a technological approach to solving a problem and are searching for an example to illustrate its value, or
· chatting with people who might be affected by the problem, or 
· building or just about to launch a prototype, 
then yes, this workbook might be a good fit. 
And if
· you’re proud of what you do
· you want to help people
· you’re making something that will affect other people or the environments we inhabit
· you think technology can be used for good and for bad, but you’re unsure of how much you can influence those outcomes
· you appreciate that we all come with our own biases and assumptions, which influence what we create
· you think equity is important but don’t have the time to engage with it or know where to start if you did
· you want to discuss the benefits of utilitarianism or the categorical imperative (nope, just kidding)
then you should absolutely keep reading.

[bookmark: _Hlk79998448]Part 1: Broadening the Context of the Problem
[image: "The first problem for all of us... is not to learn, but to unlearn." Gloria Steinem -- writer, social activist, and feminist organizer] [endnoteRef:26] [26:  BrainyQuote. (2022, April 29) Gloria Steinem Quotes. https://www.brainyquote.com/quotes/gloria_steinem_164928 ] 
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At the end of this exercise, you should walk away with a greater appreciation for the outcomes to avoid, and a sense of which populations might be at particular risk from the results of your effort.

Describe the problem or opportunity
	[bookmark: _Hlk112749217]Use a few short and specific statements. Perhaps describe:
· The situation or background
· Who is affected by the problem
· Any initial approaches your team is considering, or approaches that others have tried previously
· What is outside the scope

	


Describe what success looks like for your effort
	Include specific metrics or goals, if you have them 

	



Learn from history: review harmful patterns
Equity asks us to keep in mind that technology solutions help some people and hurt others. For the moment, let’s focus on who might be harmed and how they might be harmed. That will make it easier to flip the script and design for those underserved populations in the next part of the workbook. 
Technological types of harm follow patterns, which are categorizable into eight technology risk zones.[endnoteRef:27] [27:  These come from the Ethical Explorer guide, published by the “socially-conscious investment firm,” Omidyar Network. See: https://ethicalexplorer.org/ ] 

Spend a moment to read through them.

Technology Risk Zone #1. Surveillance. Surveillance technology can monitor someone’s voice, face, biometrics, phone calls, emails, and movement.[endnoteRef:28] Surveillance has been weaponized to control behavior and subjugate groups of people.[endnoteRef:29],[endnoteRef:30],[endnoteRef:31],[endnoteRef:32],[endnoteRef:33],[endnoteRef:34]   [28:  Electronic Frontier Foundation. (2022, April 29). Surveillance technologies. https://www.eff.org/issues/mass-surveillance-technologies ]  [29:  Bedoya, A. M. (2016, January 18). The color of surveillance: What an infamous abuse of power teaches us about the modern spy era. Slate. https://slate.com/technology/2016/01/what-the-fbis-surveillance-of-martin-luther-king-says-about-modern-spying.html]  [30:  Cox, K. (2021, January 22). We see you — Military intelligence buys location data instead of getting warrants, memo shows. Ars Technica. https://arstechnica.com/tech-policy/2021/01/military-intelligence-buys-location-data-instead-of-getting-warrants-memo-shows/]  [31:  Turton, W., & Gallagher, R. (2021, March 10). Verkada workers had extensive access to private customer cameras. Bloomberg. https://news.yahoo.com/verkada-workers-had-extensive-access-003154521.html ]  [32:  	Taddonio, P. (2019, November 21). How China’s government is using AI on its Uighur Muslim population. Frontline. https://www.pbs.org/wgbh/frontline/article/how-chinas-government-is-using-ai-on-its-uighur-muslim-population/ ]  [33:  	Morris, D. Z. (2018, March 18). China will block travel for those with bad ‘social credit.’ Fortune. https://fortune.com/2018/03/18/china-travel-ban-social-credit/  ]  [34:  	Adams, R. (2019, August 17). Hong Kong protesters are worried about facial recognition technology. But there are many other ways they’re being watched. BuzzFeed News. https://www.buzzfeednews.com/article/rosalindadams/hong-kong-protests-paranoia-facial-recognition-lasers] 

Technology Risk Zone #2. Disinformation. Bots that present themselves as real people spread propaganda.[endnoteRef:35] deepfake images;[endnoteRef:36] videos;[endnoteRef:37] and audio[endnoteRef:38] present realistic scenarios that never happened. Disinformation spreads belief in false narratives, and it erodes confidence in one’s perceptions, senses, and instincts.[endnoteRef:39],[endnoteRef:40],[endnoteRef:41]  [35:  Westervelt, E. (2017, November 5). How Russia weaponized social media with “social bots” [Radio news magazine program transcript]. In Weekend Edition. National Public Radio. https://www.npr.org/2017/11/05/562058208/how-russia-weaponized-social-media-with-social-bots ]  [36:  Tucker, P. (2019, March 31). The newest AI-enabled weapon: “deep-faking” photos of the Earth. Defense One. https://www.defenseone.com/technology/2019/03/next-phase-ai-deep-faking-whole-world-and-china-ahead/155944/ ]  [37:  Romano, A. (2018, April 18). Jordan Peele’s simulated Obama PSA is a double-edged warning against fake news. Vox. https://www.vox.com/2018/4/18/17252410/jordan-peele-obama-deepfake-buzzfeed ]  [38:  Misener, D. (2017, April 26). Say what? How a Canadian company can clone your voice. CBC News. https://www.cbc.ca/news/science/lyrebird-clones-voices-1.4084423 ]  [39:  Rothman, J. (2018, November 5). In the age of A.I., is seeing still believing? The New Yorker. https://www.newyorker.com/magazine/2018/11/12/in-the-age-of-ai-is-seeing-still-believing ]  [40:  Akpan, N. (2016, December 5). The very real consequences of fake news stories and why your brain can’t ignore them. Science. https://www.pbs.org/newshour/science/real-consequences-fake-news-stories-brain-cant-ignore ]  [41:  Last Week Tonight with John Oliver. (2021, May 3). Covid vaccines [Video]. YouTube. https://www.youtube.com/watch?v=gPHgRp70H8o ] 

Technology Risk Zone #3. Exclusion. Not all groups of people have access to the same technology.[endnoteRef:42],[endnoteRef:43] As technological convenience turns into requirements for functioning in a modern world, those without technology (who are often already underserved) fall further and further behind.[endnoteRef:44],[endnoteRef:45],[endnoteRef:46]  [42:  Gent, E. (2020, September 23). What remote jobs tell us about inequality. BBC. https://www.bbc.com/worklife/article/20200921-what-remote-jobs-tell-us-about-inequality ]  [43:  Domonoske, C. (2021, May 6). A remote work revolution is underway — But not for everyone. Wabe. https://www.wabe.org/a-remote-work-revolution-is-underway-but-not-for-everyone/ ]  [44:  United Nations Department of Economic and Social Affairs. (2021, February 18). Leveraging digital technologies for social inclusion. https://www.un.org/development/desa/dspd/2021/02/digital-technologies-for-social-inclusion/ ]  [45:  White, D. (2016, September). Digital participation and social justice in Scotland. Carnegie UK Trust. https://www.carnegieuktrust.org.uk/publications/role-digital-exclusion-social-exclusion/ ]  [46:  Lutz, C. (2019). Digital inequalities in the age of artificial intelligence and big data. Human Behavior and Emerging Technologies, 1, 141–148. https://doi.org/10.1002/hbe2.140, https://onlinelibrary.wiley.com/doi/full/10.1002/hbe2.140 ] 

Technology Risk Zone #4. Algorithmic bias. Data can be inaccurate, incomplete, or reflect historical prejudices. Algorithm models can encode the developer’s assumptions about how the product will and should be used. Yet algorithms are falsely perceived and marketed as objective and fair.[endnoteRef:47],[endnoteRef:48],[endnoteRef:49] And so they have amplified societal inequities in healthcare,[endnoteRef:50],[endnoteRef:51] justice,[endnoteRef:52],[endnoteRef:53] immigration,[endnoteRef:54],[endnoteRef:55] and more.  [47:  Barrowman, N. (2018, Summer/Fall). Why data is never raw. The New Atlantis. https://www.thenewatlantis.com/publications/why-data-is-never-raw]  [48:  	Hao, K. (2019, February 4). This is how AI bias really happens—and why it’s so hard to fix. MIT Technology Review. https://www.technologyreview.com/s/612876/this-is-how-ai-bias-really-happensand-why-its-so-hard-to-fix/]  [49:  	Caplan, R., Hanson, L., Donovan, J., & Matthews, J. (2018, April 18). Algorithmic accountability: A primer. Data & Society. https://datasociety.net/wp-content/uploads/2018/04/Data_Society_Algorithmic_Accountability_Primer_FINAL-4.pdf]  [50:  	Mullainathan, S. (2019, December 6). Biased algorithms are easier to fix than biased people. The New York Times. https://www.nytimes.com/2019/12/06/business/algorithm-bias-fix.html?searchResultPosition=1]  [51:  	Obermeyer, Z., Powers, B., Vogeli, C., & Mullainathan, S. (2019). Dissecting racial bias in an algorithm used to manage the health of populations. Science, 366(6464), 447–453. https://doi.org/10.1126/science.aax2342. https://science.sciencemag.org/content/366/6464/447]  [52:  Barry-Jester, A. M., Casselman, B., & Goldstein, D. (2015, August 4). Should prison sentences be based on crimes that haven’t been committed yet? FiveThirtyEight. https://fivethirtyeight.com/features/prison-reform-risk-assessment/ ]  [53:  Angwin, J., Larson, J., Mattu, S., & Kirchner, L. (2016, May 23). Machine bias. ProPublica. https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing ]  [54:    Sonnad, N. (2018, May 3). A flawed algorithm led the UK to deport thousands of students. Quartz. https://qz.com/1268231/a-toeic-test-led-the-uk-to-deport-thousands-of-students/]  [55:  	British and Irish Legal Information Institute. (2017, December 5). Ahsan v The Secretary of State for the Home Department (Rev 1) [2017] EWCA Civ 2009 (05 December 2017). http://www.bailii.org/ew/cases/EWCA/Civ/2017/2009.html] 

Technology Risk Zone #5. Addiction. In order to keep consumers engaged, products are intentionally designed to be irresistible.[endnoteRef:56],[endnoteRef:57],[endnoteRef:58],[endnoteRef:59] The results[endnoteRef:60],[endnoteRef:61] induce depression, anxiety, impulsivity,[endnoteRef:62] increased susceptibility to substance use,[endnoteRef:63] and even new mental health conditions.[endnoteRef:64]   [56:  Eyal, N. (2014, November 4). Hooked: How to build habit-forming products. Portfolio. https://www.amazon.com/Hooked-How-Build-Habit-Forming-Products/dp/1591847788/ ]  [57:  Parkin, S. (2018, March 4). Has dopamine got us hooked on tech? The Guardian.  https://www.theguardian.com/technology/2018/mar/04/has-dopamine-got-us-hooked-on-tech-facebook-apps-addiction ]  [58:  Haynes, T. (2018, May 1). Dopamine, smartphones, & you: A battle for your time. SITN. https://sitn.hms.harvard.edu/flash/2018/dopamine-smartphones-battle-time/ ]  [59:  Lacey, E. (2019, July 13). The toxic potential of YouTube’s feedback loop. Wired. https://www.wired.com/story/the-toxic-potential-of-youtubes-feedback-loop/ ]  [60:  Bergland, C. (2017, November 30). The Neurochemistry of smartphone addiction. Psychology Today. https://www.psychologytoday.com/us/blog/the-athletes-way/201711/the-neurochemistry-smartphone-addiction ]  [61:  Dunckley, V. L. (2014, February 27). Gray matters: Too much screen time damages the brain. Psychology Today. https://www.psychologytoday.com/us/blog/mental-wealth/201402/gray-matters-too-much-screen-time-damages-the-brain ]  [62:  Hadar, A., Hadas, I., Lazarovits, A., Alyagon, U., Eliraz, D., & Zangen, A. (2017, July 5). Answering the missed call: Initial exploration of cognitive and electrophysiological changes associated with smartphone use and abuse. PLOS One. https://doi.org/10.1371/journal.pone.0180094. https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0180094 ]  [63:  Hagler, P. (2018, January 2). Technology misuse, abuse, & addiction among teenagers. The Council’s Blog. https://www.councilonrecovery.org/technology-misuse-abuse-addiction-among-teenagers/ ]  [64:  Yung, Y., Eickhoff, E., Davis, D. L., Klam, W. P., & Doan, A. P. (2015). Internet addiction disorder and problematic use of Google Glass™ in patient treated at a residential substance abuse treatment program. Addictive Behaviors, 41, 58–60. https://doi.org/10.1016/j.addbeh.2014.09.024. https://www.sciencedirect.com/science/article/pii/S0306460314003153 ] 

Technology Risk Zone #6. Data control and ownership. Individuals don’t know what data is being collected about them, nor are there consent or oversight mechanisms to restrict that data collection.[endnoteRef:65],[endnoteRef:66] As a result, data is repeatedly shared with those who really shouldn’t have it,[endnoteRef:67],[endnoteRef:68],[endnoteRef:69],[endnoteRef:70] and that’s before any data is hacked. [65:  Kerry, C. E. (2018, July 12). Why protecting privacy is a losing game today—and how to change the game. Brookings. https://www.brookings.edu/research/why-protecting-privacy-is-a-losing-game-today-and-how-to-change-the-game/ ]  [66:  Berreby, D. (2017, March 3). Click to agree with what? No one reads terms of service, studies confirm. The Guardian. https://www.theguardian.com/technology/2017/mar/03/terms-of-service-online-contracts-fine-print ]  [67:  Shahani, A. (2014, September 15). Smartphones are used to stalk, control domestic abuse victims [Radio news program transcript]. All Things Considered. NPR. https://www.npr.org/sections/alltechconsidered/2014/09/15/346149979/smartphones-are-used-to-stalk-control-domestic-abuse-victims ]  [68:  Fowler, G. A. (2021, March 5). Apple’s AirTag trackers made it frighteningly easy to “stalk” me in a test. The Washington Post. https://www.washingtonpost.com/technology/2021/05/05/apple-airtags-stalking/]  [69:  K. Hill, K. (2012, February 16). How Target figured out a teen girl was pregnant before her father did. Forbes. https://www.forbes.com/sites/kashmirhill/2012/02/16/how-target-figured-out-a-teen-girl-was-pregnant-before-her-father-did/#848465566686 ]  [70:  Schiffer, Z. (2021, January 13). Period tracking app settles charges it lied to users about privacy. The Verge. https://www.theverge.com/2021/1/13/22229303/flo-period-tracking-app-privacy-health-data-facebook-google ] 

Technology Risk Zone #7. Bad actors. Companies use a range of technical approaches[endnoteRef:71],[endnoteRef:72],[endnoteRef:73],[endnoteRef:74],[endnoteRef:75] – with various degrees of automation – to try to reduce bullying, trolling (see endnote for definition[endnoteRef:76]), radicalization, fraud, and exploitation on their platforms. Legislation exists[endnoteRef:77],[endnoteRef:78] but enforcement is difficult and generally occurs only after the damage is done.[endnoteRef:79]  [71:  Lee, N. (2021, April 19). Nextdoor will display “anti-racism notification” if it notices discriminatory language. Engadget. https://www.engadget.com/nextdoor-anti-racism-notification-180204693.html ]  [72:  Ingram, D. (2018, May 15). Twitter changes strategy in battle against internet “trolls.” Reuters. https://www.reuters.com/article/us-twitter-harassment/twitter-changes-strategy-in-battle-against-internet-trolls-idUSKCN1IG2HK ]  [73:  Bishop, B. (2018, January 21). The Cleaners is a riveting documentary about how social media might be ruining the world. The Verge. https://www.theverge.com/2018/1/21/16916380/sundance-2018-the-cleaners-movie-review-facebook-google-twitter ]  [74:  YouTube. (2022, April 29). Does YouTube contribute to radicalization? https://www.youtube.com/howyoutubeworks/our-commitments/curbing-extremist-content/]  [75:  Wong, J. C. (2019, February 7). “Overreacting to failure”: Facebook’s new Myanmar strategy baffles local activists. The Guardian. https://www.theguardian.com/technology/2019/feb/07/facebook-myanmar-genocide-violence-hate-speech ]  [76:  “Trolling describes the action of someone trying to antagonize others online with intentionally inflammatory or negative statements.” Source: Scheldt, A. (2022, April 13). Trolling definition. Webopedia. https://www.webopedia.com/definitions/trolling/ ]  [77:  Huang, Q., King, G., & Rawson, T. (2016, June). Navigating the landscape of anti-trolling legislation. Intellectual Property Magazine, 54–56. https://www.pillsburylaw.com/images/content/1/0/v2/104295/054-056IPM-June-2016Feat.pdf ]  [78:  Criminal Defense Lawyer. (2022, April 29). Trolled online: What you can do when you’re bullied on social media. https://www.criminaldefenselawyer.com/resources/trolled-online-what-to-do-when-bullied-social-media.html  ]  [79:  Bryan, J. R. (2016, March 3). Trolls, the cyberbully, and haters: The new generation of critics? Law Technology Today. https://www.lawtechnologytoday.org/2016/03/trolls-cyberbullies-haters-new-generation-critics/ ] 

Technology Risk Zone #8. Outsized power. A few individuals with outsized power can control information flow, which shapes others’ beliefs and behaviors.[endnoteRef:80],[endnoteRef:81] A few organizations with outsized power create monopolistic marketplaces[endnoteRef:82] and labor practices.[endnoteRef:83],[endnoteRef:84] [80:  Chang, A. (2018, May 2). The Facebook and Cambridge Analytica scandal, explained with a simple diagram. Vox. https://www.vox.com/policy-and-politics/2018/3/23/17151916/facebook-cambridge-analytica-trump-diagram]  [81:  Wang, Y. (2020, September 1). In China, the “Great Firewall” is changing a generation. Politico. https://www.politico.com/news/magazine/2020/09/01/china-great-firewall-generation-405385 ]  [82:  Weise, K. (2019, December 19). Amazon everywhere: How Amazon squeezes the businesses behind its store. The New York Times. https://www.nytimes.com/2019/12/19/technology/amazon-sellers.html ]  [83:  NBC News. (2021, April 3). Amazon acknowledges issues of drivers urinating in bottles in apology to congressman. https://www.nbcnews.com/business/business-news/amazon-acknowledges-issue-drivers-urinating-bottles-apology-congressman-n1262965 ]  [84:  Forrest, C. (2017, June 6). Fear of losing job to AI is the no. 1 cause of stress at work. TechRepublic. https://www.techrepublic.com/article/report-fear-of-losing-job-to-ai-is-the-no-1-cause-of-stress-at-work/] 


Assess potential risks 
OK, those are pretty horrifying outcomes. Really pretty horrifying. It can be hard to believe that so much of that bad stuff happens unintentionally. And it can be terrifying or depressing or incredible to imagine that something we design might be added to that list! 
Yet that’s what this workbook is asking you to do. Let’s spend a couple of minutes plunging into the dark, so that we can better understand how to emerge into the light.
[image: A sketch of a person walking through a snowy forest] [endnoteRef:85] [85:  LTN01. (2012, November 21). Dark Forest (Photoshop quick sketch). DeviantArt. https://ltn01.deviantart.com/art/Dark-Forest-Photoshop-quick-sketch-339009065  ] 

Typically, more than one risk zone is at play. But for this exercise we are asking you to choose 2–3 zones that seem most relevant to your effort. Starting on the next page, fill out a table for each risk zone you choose. You’ll think about who is at risk, describe the risk, and note who might have the professional or lived experiences (see endnote for definition[endnoteRef:86]) to help you become smarter about the challenge. The table will look like this: [86:  As defined earlier in this workbook, lived experience refers to personal knowledge or first-hand experience, and includes allies already engaged in trying to remedy inequalities in that domain.] 

[image: An image the is a preview of that table that appears on the next page. The instructions above the table ask you to write down your chosen technology risk zone. Then the header row for the table is divided into 3 columns, which say: (1) Who is at risk? (2) Describe the risk, and (3) Who might be able to tell us more?]
If you want help brainstorming about who is at risk, consider this list as a starting point. This list can only be a starting point because identifies are complex, and how individuals prioritize their identities are fluid and dependent on the situation. In addition, no group can be uniformly represented, and different individuals and groups perceive risks differently, through the lens of their own history, struggles, and norms.[endnoteRef:87] [87:  Bread for the World. (2020, June 30). Using a Racial Equity Scorecard for policy and programs. https://www.bread.org/library/using-racial-equity-scorecard-policy-and-programs ] 

But since we need a place to start, we can begin with common characteristics, such as:
· 
· races 
· ethnicities
· socio-economic statuses
· gender identities
· gender expressions
· sexual orientations
· national origins
· ages
· formerly incarcerated individuals
· career and military experiences
· cleared and uncleared environments (such as a SCIF)
· first languages and English proficiency
· physical and emotional developmental abilities
· health and cognitive impairments
· religious and spiritual affiliations
· persons without access to technology (including smartphones, computers, or internet connection)
· other groups that might be underserved[endnoteRef:88],[endnoteRef:89],[endnoteRef:90] [88:  LibertiesEU. (2021, October 5). What is marginalization? Definition and coping strategies. Liberties. https://www.liberties.eu/en/stories/marginalization-and-being-marginalized/43767 ]  [89:  SLA. (2022, April 29). Social identity wheel. https://sites.lsa.umich.edu/inclusive-teaching/social-identity-wheel/ ]  [90:  Federal Register. (2022, April 29). 2021 orders EO 14035 Joseph R. Biden Jr. Executive Orders. https://www.federalregister.gov/presidential-documents/executive-orders/joe-biden/2021orders EO 14035, See EO 14035, Section 11. ] 

· the intersection of these identities, because none of us have an identity limited to a single group


A reminder that some of this groups are legally protected under US antidiscrimination law.
If you want help brainstorming about specific risks, you can ask: 
· Historically, how have similar technology designs led to this type of risk zone? 
· How might this effort be unintentionally used or intentionally coopted to exacerbate this type of risk zone?
· How might our success criteria actually facilitate an unwanted outcome?
The researchers who came up with the technology risk zone concepts created specific questions for each risk zone. You can refer to them in the appendix.
If you want help brainstorming about who can tell you more, consider:
· Those with lived experiences of the challenge 
· Those who represent one or more groups who might be at risk
· Those already engaged in trying to remedy the inequities in the domain you’re dealing with
· Those who have attempted to provide a legislative approach to the problem space
· Those who have attempted to provide a social, cultural, grassroots, or community-oriented approach to the problem space
· Those who have expertise in equitable design thinking.
To start the exercise, each team member should try to fill in at least 7 rows per risk zone. Often, the last few rows are hardest to fill in, but are the most revealing. Spend about 5 minutes per risk zone. Then discuss as a team.
[Insert your Technology Risk Zone here]
	[bookmark: _Hlk112750794]Who is at risk?
	Describe the risk
	Who might be able
to tell us more?

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


Quick check – Take each person or group from the who might be able to tell us more column, and list their multiple, demographic identities. Overall, do these individuals capture a broad representation of groups that might be at risk? Why or why not?

[Insert your second Technology Risk Zone here]
	Who is at risk?
	Describe the risk
	Who might be able
to tell us more?

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


Quick check – Take each person or group from the who might be able to tell us more column, and list their multiple, demographic identities. Overall, do these individuals capture a broad representation of groups that might be at risk? Why or why not?

[Insert your third Technology Risk Zone here]
	Who is at risk?
	Describe the risk
	Who might be able
to tell us more?

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


Quick check – Take each person or group from the who might be able to tell us more column, and list their multiple, demographic identities. Overall, do these individuals capture a broad representation of groups that might be at risk? Why or why not?

Part 2: Placing Equity as the Core of the Effort
[image: "Systems of oppression, inequality, and inequity are all by design... therefore, they can be redesigned.” Antionette Carroll -- founder and CEO of Creative Reaction Lab][endnoteRef:91] [91:  Bloomberg Cities Network (2021, July 28). 5 insights to help city leaders stay focused on equity. https://bloombergcities.jhu.edu/news/5-insights-help-city-leaders-stay-focused-equity ] 

At the end of this exercise, you should walk away with a prioritized group(s) of people who stand to benefit from your efforts, as well as ideas about the types of services or resources that might benefit them.

Imagine alternatives 
For every risk there is an opportunity.
Spend a moment to read through the equitable opportunities that exist for each risk zone.[endnoteRef:92] [92:  Institute for the Future and Omidyar Network. (2018). Ethical OS: A guide to anticipating the future impact of today’s technology. https://ethicalos.org/wp-content/uploads/2018/08/Ethical-OS-Toolkit.pdf ] 


#1. Surveillance ↔ Protect privacy. 
Consider technical and operational systems that limit the collection and distribution of personally identifiable information or behavior; that enable privacy by default; and that seek to reestablish personal freedoms and remove traditional and self-censorship in public and private spaces.
#2. Disinformation ↔ Promote truth.
Assume your tech will be able to influence people’s views. Consider technical methods and processes that limit dissemination of falsehoods; prioritize diversity in thought and scientific and journalistic integrity over speed and scale; and implement human and automated checkpoints.

#3. Exclusion ↔ Broaden access.
Explore ways to identify and include a diverse set of individuals who don’t have access to the same technology (such as smartphones, high-bandwidth internet connectivity, or require visual or auditory aids when interacting with digital technologies). Integrate their goals with the original goals of the project and find ways to partner with these individuals.
#4. Algorithmic bias ↔ Judge by algorithmic impact. 
Move away from hard-to-agree-upon concepts of fairness, goodness, and accuracy as a means of measuring an algorithm’s usefulness or helpfulness. Instead evaluate the algorithm by the effect it has on different populations, particularly underserved communities, and the power they have to make decisions about what affects them.

#5. Addiction ↔ Inspire healthy behaviors.
Promoting healthy digital behaviors means reducing digital reliance and gamification (see endnote for definition[endnoteRef:93]), even if the effort is meant to promote healthier outcomes (a gamified prompt to exercise is still employing gamification - an unhealthy behavior). Explore alternate business models from ones that profit from addictive content. [93:  “Gamification is the concept of using the operations, processes and competition of the gaming environment and turning those features into a system that encourages consumer participation, engagement and loyalty. [Gamification uses] the techniques software engineers employ to grab the attention of game players.” Source: Hendricks, B. (2022, April 29). What is gamification? Definition & examples, study.com [Course]. Study.com. https://study.com/academy/lesson/what-is-gamification-definition-examples.html ] 

#6. Data control and ownership ↔ Increase data ownership.
Allow people to self-select what data about themselves they share or sell. Create easy methods for redress, contestability, data deletion, and opting out that puts the power in the hands of the data-source, not the data collector. Incorporate security principles under the assumption that all data will be stolen.
#7. Bad actors ↔ Encourage civility.
Consider ways to limit bad behavior and remove bad actors, such as bringing in experts in ransomware, fraud, and social and behavioral sciences. Establish transparent and consistent rules for use. Appreciate that civility and good behavior are different in different cultures, so be sure not to normalize the design team’s values.
#8. Outsized power ↔ Facilitate choice.
Deprioritize scaling or growth as a key measure of success. Emphasize long-term engagement and activities in specific markets. Integrate with existing efforts and groups in a particular interest area. Look for ways to make efforts interoperable and compatible with legacy approaches.


Now let’s tie those opportunities to a specific group of people.
We can reprioritize whom we are designing for as a way to refocus our efforts. Actually, a better way to put it is: we can reprioritize whom we are designing with as a way to refocus our efforts. Designing for someone emphasizes that success for the effort reflects the values and preferences of the design experts (i.e., the design team). Designing with someone is a reminder and a prompt for building equitable outcomes by promoting inclusivity, as well as shared purpose with and accountability to the underserved populations affected by the effort.
Recall that when we design with those who have the greatest needs, everyone can benefit. As the equity movement likes to say, “a rising tide lifts all boats.”
[image: a sketch of a rainbow above a calm river, with boats of different sizes] [endnoteRef:94] [94:  Fumagalli, P. (1827). Meteorology: the sun in Baffin Bay disperses thick fog in the shape of a semicircle. Look and Learn. https://www.lookandlearn.com/history-images/YW025068V/Meteorology-the-sun-in-Baffin-Bay-disperses-thick-fog-in-the-shape-of-a-semicircle ] 



To start this exercise, capture here the groups who repeatedly feature in your table.
	Group 1: 
	Group 3:

	Group 2:
	Group 4:



Next, you’ll map equitable opportunities to the groups featured in your risk table.
This exercise is a fill-in-the-blank activity. For each fill in the blank, pick an individual or group from the previous box. Then, insert the equitable opportunity that corresponds to your chosen technology risk zones in the previous exercise; for example, if you chose “disinformation” in the exercise in Part 1, now fill in “promote truth.” Use the following list as a memory prompt for all eight risk zones and equitable opportunities.

#1. Surveillance ↔ Protect privacy.
#2. Disinformation ↔ Promote truth	
#3. Exclusion ↔ Broaden access.
#4. Algorithmic bias ↔ Judge by algorithmic impact. 	
#5. Addiction ↔ Inspire healthy behaviors.
#6. Data control and ownership ↔ Increase data ownership.
#7. Bad actors ↔ Encourage civility.
#8. Outsized power ↔ Facilitate choice.

When you complete the fill-in-the-blank, your sentence should look like:
How might we [Insert your equitable opportunity here] with [Insert group at risk]?
Brainstorm at most 1–2 opportunities for 1–2 groups. Here, it’s better to be targeted and specific rather than explore a large number of opportunities. In fact, you might find it helpful to keep asking yourself, “More specifically, how might we…?” as you fill in each box.
Individually, spend about 5 minutes per box. Then discuss as a team.
	How might we [Insert your equitable opportunity here] with [Insert group at risk]?




	How might we [Insert your equitable opportunity here] with [Insert group at risk]?




	How might we [Insert your equitable opportunity here] with [Insert group at risk]?





Part 3: Establishing Guideposts and Guidelights
[image: "Remember to imagine and craft the worlds you cannot live without, just as you dismantle the ones you cannot live within." Ruha Benjamin -- sociologist and professor at Princeton University][endnoteRef:95] [95:  See Ruha Benjamin’s website: https://www.ruhabenjamin.com/] 

At the end of this exercise, you should walk away with a new, equitable direction for your effort, in the form of updated success criteria. Please revisit these updated success criteria any time the team is feeling a little lost or overwhelmed, or the team needs a reminder for its direction.

Revisit what success looks like for your effort
You’ve envisioned dystopias, you’ve brainstormed aspirational alternatives, and you’ve possibly uncovered some unknown assumptions and unconscious preferences. Now you’ll use all that hard work to return to what success might look like. 
[image: sketch of an upright animal hiking up a mountain] [endnoteRef:96] [96:  JaJello. (2017, August 23). Mountain Climber. DeviantArt.  https://www.deviantart.com/jajello/art/Mountain-Climber-700425806] 

Design is an iterative process, and defining success is too. In this exercise, prompts will invite you to redefine and keep refining your effort’s success criteria. Each iteration will draw from the work you’ve done so far in this workbook. Each iteration is tied to a core equity principle.[endnoteRef:97]
 [97:  Inspiration for this exercise comes from Equity Meets Design’s The Problem with Problems guide, authored by Dr. Christine Marie Ortiz Guzman. Unavailable online, but part of the course, The problem with problems. An equity-centered approach to problem definition. https://courses.equitymeetsdesign.com/p/the-problem-with-problems1 ] 

Work as a team to go through this exercise. If you want a nudge for any iteration, try filling in one of the following statements:[endnoteRef:98] [98:  MITRE Innovation Toolkit. (2021, May 26). Premortem. The MITRE Corporation. https://itk.mitre.org/toolkit-tools/premortem/ ] 

· If we don’t do ____, it’s a failure.
· If the only thing we do is ____, it’s a win.

	Initial success criteria:

	



	Can your success criteria incorporate any equitable opportunities? Can these equitable outcomes and your initial outcomes reinforce each other?

	



	Can your success criteria reference specific individuals or groups of people you identified as being at risk? Can you frame the criteria so that failure of the effort does not depend on those groups’ inaction or lack of cooperation (or said another way, can you frame your criteria so that failure of the effort is not blamed on those you are trying to help?)

	



	Can your criteria emphasize that success or failure is tied to how these individuals are impacted? 

	



	Imagine sharing your success statement with these individuals and groups. How might they react – Will they agree? Will they want to join your effort?

	




Part 4: Taking Action
[image: "Courage is only an accumulation of small steps."  Gyorgy Konrad -- Hungarian novelist and essayist][endnoteRef:99] [99:  Kelley, T., & Kelley, D. (2012, December). Reclaim your creative confidence. Harvard Business Review. https://hbr.org/2012/12/reclaim-your-creative-confidence] 

At the end of this exercise, you should walk away with an actionable plan for your team’s next steps.

Ok, there’s still a lot to do up ahead, but let’s look back and appreciate what you’ve done so far.
Congratulations on grappling with and confronting some difficult and potentially uncomfortable questions.
The last part of this workbook asks you to take action towards actualizing equity. As a reminder of what that looks like, I’ll repeat the final takeaway from the ‘what does equity really mean’ section: 
Actualizing equity means integrate the technical experts (i.e., the design team) with those who have lived experience and their allies, and adhere to mutually reinforcing purpose and accountability, which results in shared benefit and decision-making power. Or stated simply, 
Actualizing equity means, “nothing about us without us.”
[image: a sketch of two hands holding a growing tree] [endnoteRef:100] [100:  mdangg. (2008, November 29). Cupped hands pt. 2. DevianArt. https://www.deviantart.com/mdangg/art/cupped-hands-pt-2-104989578  ] 

This exercise asks you to fill out a table deciding who is doing what by when. To get you started, the first action item is already filled in: Socialize what we’ve done. Share the insights that you’ve found through this workbook with people who were not a part of these exercises and listen to what they say. Try to find people outside your field of expertise or from an entirely different background. Try to find people who have practiced equitable design practices or are already established as allies for underserved populations in the domain your work will affect. It doesn’t have to be a formal thing – ask if your thinking and planned actions resonate with them. Ask if your proposed approach is clear and actionable. Ask if it’s inclusive and shares decision making power. Ask is if it results in shared benefit.[endnoteRef:101] [101:  Ward, D. (2021, June 29). What next? The MITRE Corporation. https://itk.mitre.org/2021/06/29/what-next ] 

There are about thirty suggested actions listed after the table. There’s also an excellent guide on increasing “direct participation by impacted communities in the development and implementation of solutions and policy decisions that directly impact them” by Rosa González, of Facilitating Power.[endnoteRef:102] [102:  González, R. (2020). The spectrum of community engagement to ownership. Facilitating Power. https://www.communitycommons.org/entities/3aec405c-6908-4bae-9230-f33bef9f40e1 ] 

Individually, spend some time thinking about potential actions to take. Refer to the suggested actions either before or after you’ve come up with your own ideas. Then discuss as a team.
	What
	by Whom
	by When

	Socialize what we’ve done
	Everyone on the team
	Check in with the group in 7 days

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	




Suggested Actions
Integrate the technical experts with those who have lived experience and their allies 
· Identify a more comprehensive and representative set of individuals or groups who are affected by your project. Use a tool that specifically incorporates an equity lens to help your team notice its own biases and assumptions as well as become aware of the needs and priorities of the larger community.[endnoteRef:103]  [103:  MITRE Innovation Toolkit. (2021, June 10). Stakeholder identification canvas. The MITRE Corporation. https://itk.mitre.org/toolkit-tools/stakeholder-identification-canvas/ ] 

· Categorize and prioritize which groups to engage, examined through the concept of power dynamics. Use a tool that specifically highlights impacted groups and explore ideas about how to elevate their roles on the effort.[endnoteRef:104] [104:  MITRE Innovation Toolkit. (2021, July 19). Stakeholder power categories. The MITRE Corporation. https://itk.mitre.org/toolkit-tools/stakeholder-power-categories/] 

· Develop a plan for effectively engaging each group. Use a tool that helps your team identify a potential partner’s needs, wants, and priorities, and incorporates the context in which this partner operates, including history of past engagements, so that your team can work to avoid missteps.[endnoteRef:105] [105:  MITRE Innovation Toolkit. (2021, July 7). Quickstart stakeholder engagement canvas. The MITRE Corporation. https://itk.mitre.org/toolkit-tools/quickstart-stakeholder-engagement-canvas/ ] 

· Bring in an expert to help communicate and partner with those affected by your effort. Find ways to move from informing to involving to partnering with those affected by your effort.[endnoteRef:106] [106:  González, R. (2020). The spectrum of community engagement to ownership. Facilitating Power. https://www.communitycommons.org/entities/3aec405c-6908-4bae-9230-f33bef9f40e1 ] 

· Apply a systematic methodology to identify and explore the structural elements that lead to a community’s experience of a certain outcome, from the vantage point of that community’s lived experiences. Use this methodology to integrate the affected community’s voice into both qualitative and quantitative research, analysis, modeling, and simulation.[endnoteRef:107] [107:  MITRE. Fair framework. (2022, April 29). https://info.mitre.org/workstreams/discover/platforms/social-justice-platform/whats-included/fair-framework  ] 

· Partner with government groups who already work in the equity space. This list includes, but is not limited, to the White House’s Equitable Data Working Group, the United States Digital Service (USDS), the Federal Customer Experience Team in the Office of Performance and Personnel Management (OPPM), the Equity Learning Community at the Office of Management and Budget (OMB), the Department of Veterans Affairs’ (VA) Veterans Experience Office, and the National Institutes of Health’s (NIH) Community-Based Participatory Research Program.
· “Don’t start by building a new table; start by coming to the table.” Prioritize engaging with users in spaces familiar to them, whether those spaces include physical spaces or networks.[endnoteRef:108] [108:  Stulberg, K. (2021, June 15). What reading Design Justice has taught me about user-centered design. Medium. https://katestulberg.medium.com/what-reading-design-justice-has-taught-me-about-user-centered-design-1d670cef6574] 

Adhere to mutually reinforcing purpose and accountability, which results in shared benefit and decision-making power
· Hire an outside counselor with no conflicts of interest to provide regular check-ins. Researchers from the community or context you are investigating might be suitable for this role.[endnoteRef:109] [109:  Reboot. (2017, May 10). Everyone is biased: How Reboot builds bias checks into design research. https://reboot.org/2017/05/10/everyone-biased-reboot-builds-bias-checks-design-research/ ] 

· Find ways to compensate external groups and individuals for their time. 
Compensation can mean several things, one of which is financial. When exploring this route, compare paying for the time of someone with lived experience to that of a professor at Stanford; that’s to say a $30 gift card may not be equitable compensation. 
Compensation includes coming to potential partners with a recognition that others may have previously asked for their time and not followed up on commitments, that this challenge is a part of life for them and not something they can step away from, and that your team potentially may be here as long as the project receives funding. Talk about how this effort might be different and discuss their needs and goals for engagement and for their communities. 
Last, compensation can mean sharing information: offering the networks and resources that you have at your disposal.[endnoteRef:110] [110:  Ngan, A. (2021, December 21). Reflection: Why we center reciprocity when designing with community members. City of Philadelphia. https://www.phila.gov/2021-12-21-reflection-why-we-center-reciprocity-when-designing-with-community-members/ ] 

· Publish the justifications for why your team decided against including something (a metric, a dataset, a partner), in addition to why you decided to include something.
· Bring in someone with a background in human-centered design and equity, social justice, or community-partnership to reinforce and continue the themes covered in this workbook.
Anticipate unwanted futures that follow historical patterns of harm
· Ask yourselves if the likelihood of harm is too high, or the consequences too damaging. Remember that it’s OK, and even beneficial, to pause and reevaluate your project.
· Conduct research on how similar types of technology and applications have resulted in previous harm.
· Establish a team that acts as a bad actor might, pretending to coopt your effort in each of the tech risk zones. This practice of ‘red teaming’ can strengthen technological and procedural guardrails against misappropriation of your effort.
· Clearly delineate responsibilities during design, development, and deployment that give those affected an opportunity for redress, transparency, and change in design.[endnoteRef:111] One possible way to handle redress and design changes is to establish and fund a team with the authority to do so. This team can publicize in clear language how those adversely affected by your effort can alert this feedback team. This team can create guidelines and governance on how and when to act on this feedback. This team can proactively create policies that address relevant technology risk zones (for example, favor privacy concerns over data collection). This team should have representation of those individuals or groups most at risk from the effort. And the success of this team should be tied to leadership’s goals and financial incentives. [111:  MITRE. (2021, May). A Framework for assessing equity in federal programs and polices (Version 1.0). https://info.mitre.org/workstreams/sites/default/files/2021-05/Equity%20Assessment%20Framework_MITRE_Public%20Release.pdf ] 

· Consider a “microsimulation” if your project is further along in its development. The Urban Institute describes a microsimulation as an algorithmic approach to “estimate how demographic, behavioral, and policy changes might affect individual outcomes, and to better understand the effects of current policies.”[endnoteRef:112] However, the simulation’s accuracy depends on how well the data reflects the characteristics of different demographic groups, and such sub-divided datasets are usually unavailable.[endnoteRef:113] [112:  Urban Institute. (2022, April 29). Quantitative data analysis. https://www.urban.org/research/data-methods/data-analysis/quantitative-data-analysis/microsimulation ]  [113:  Office of Management and Budget. (2021, July 20). Study to identify methods to assess equity: Report to the president. https://www.whitehouse.gov/wp-content/uploads/2021/08/OMB-Report-on-E013985-Implementation_508-Compliant-Secure-v1.1.pdf p. 15-16] 

Explore specific equity tools
(Unless otherwise noted, the bullet points are quoted directly from the Office of Management and Budget, “Study to Identify Methods to Assess Equity: Report to the President.”)[endnoteRef:114]  [114:  Office of Management and Budget. (2021, July 20). Study to identify methods to assess equity: Report to the president. https://www.whitehouse.gov/wp-content/uploads/2021/08/OMB-Report-on-E013985-Implementation_508-Compliant-Secure-v1.1.pdf] 

· Community Resilience Estimate (United States Census Bureau). This tool measures risk factors to the Census block level, including those that are relevant to the social and economic impacts of pandemics, natural disasters, etc.[endnoteRef:115] [115:  U.S. Census Bureau. (2021, October 8). Community resilience estimates. https://www.census.gov/programs-surveys/community-resilience-estimates.html ] 

· Opportunity Atlas (United States Census Bureau, Harvard University, Brown University). This tool is based on a comprehensive Census tract-level dataset of children’s outcomes in adulthood and uses data covering nearly the entire U.S. population. For each tract, estimates are made of children’s outcomes in adulthood such as earnings distributions and incarceration rates by parental income, race, and gender. These estimates enable researchers to trace the roots of outcomes such as poverty and incarceration to the neighborhoods in which children grew up.[endnoteRef:116] [116:  See the Opportunity Atlas website: https://www.opportunityatlas.org/ ] 

· Racial Equity Geographic Information Systems [GIS] Tools (ESRI). This collection of maps, datasets, tools, and guidance was designed to allow users to engage GIS to understand racial equity in communities as a basis for making more equitable decisions about interventions and resource allocation. GIS provides insight into patterns of inequality and can provide common understanding across communities to affect positive change.[endnoteRef:117] [117:  Esri. (2022, April 29). Racial equity resources. https://www.esri.com/en-us/racial-equity/resources] 

· Spatial Equity Tool (Urban Institute). This application uses multiple spatial datasets to track place-based equity in cities over time. Users can upload their own data. The tool geocodes the dataset to a U.S. city and compares the distribution of the uploaded data with the distribution of baseline variables from the American Community Survey. Similar tools could be created for data with a race and ethnicity variable to scale measurement of impact across Government.[endnoteRef:118] [118:  Urban Institute. (2021, November 18). Spatial equity data tool. https://apps.urban.org/features/equity-data-tool/ ] 

· Transfer Income Model [TRIM3] (U.S. Department of Health and Human Services). This microsimulation tool is designed to simulate over a dozen different programs—including cash assistance programs, nutrition benefits, other in-kind benefits, Government-provided health insurance, payroll taxes, and Federal and State income taxes and tax credits—and captures State-level policy variations, as well as cross-program interactions. The model can be used in two ways: to examine how programs are currently affecting the economic wellbeing of American families; and to test what would happen (to program eligibility, program costs, tax liability, and so on) if policies were changed.[endnoteRef:119] [119:  Office of the Assistance Secretary for Planning and Evaluation. (2016, July 13). TRIM: A tool for policy analysis. https://aspe.hhs.gov/reports/trim-tool-social-policy-analysis ] 

Apply equity thinking to traditional systems approaches 
· Explore the problem space to identify who experiences the problem and how they experience the problem. Formulate a robust problem statement to ensure you are solving the right problem, from the perspective of those who experience the problem..[endnoteRef:120] [120:  MITRE Innovation Toolkit. (2021, June 30). Problem framing. The MITRE Corporation. https://itk.mitre.org/toolkit-tools/problem-framing/ ] 

· Use a mind-mapping technique[endnoteRef:121] to expand your brainstorming on the technology risk zones most relevant to your effort, as well as equitable opportunities that can emerge from your effort. [121:  MITE Innovation Toolkit. (2021, May 25). Mindmapping. The MITRE Corporation. https://itk.mitre.org/toolkit-tools/mindmapping/] 

· Storyboard[endnoteRef:122] how to incorporate others’ experiences. Chart common pain points and opportunities, using tools that document others’ experiences,[endnoteRef:123] and verify your insights with the individuals or groups who are affected by your project. [122:  MITRE Innovation Toolkit. (2021, May 26). Storyboarding. The MITRE Corporation. https://itk.mitre.org/toolkit-tools/storyboarding/  	]  [123:  Try: MITRE Innovation Toolkit. (2021, August 9). Personas. The MITRE Corporation. https://itk.mitre.org/toolkit-tools/personas/; MITRE Innovation Toolkit. (2021, June 16). PAINstorming. The MITRE Corporation. https://itk.mitre.org/toolkit-tools/painstorming/; and MITRE Innovation Toolkit. (2021, May 26). Journey mapping. The MITRE Corporation. https://itk.mitre.org/toolkit-tools/journey-mapping/ ] 

· Identify indicators, measures, and metrics that assess equitable outcomes. Investigate your data sources for their completeness and representativeness [endnoteRef:124] [124:  The Social Justice Platform Team, The MITRE Corporation. (2021, May). A Framework for assessing equity in federal programs and policy [Technical paper]. https://www.mitre.org/publications/technical-papers/a-framework-for-assessing-equity-in-federal-programs-and-policy. See phase 2, step 6.] 

· Pilot or prototype an equitable opportunity (for example, make settings support privacy by default rather than rely on people opting in). Get ongoing feedback from diverse groups of those who will be affected by your technology.
Discover more about equity-driven design and applying equity principles
There is plenty on these and equity-related topics. Here are just a few ideas to get you started.
· Read an introduction to equitable design[endnoteRef:125] [125:  equityXdesign. (2016, November 15). Racism and inequity are products of design. They can be redesigned. https://medium.com/equity-design/racism-and-inequity-are-products-of-design-they-can-be-redesigned-12188363cc6a ] 

· Read a designing for equity guide[endnoteRef:126] [126:  Choi, J., Deveneau, L. K., Freeman, T. C., Humphreys, J., Rotner, J., Ward, D., Davis, M. & McKnight, M. Designing for equity starter guide. The MITRE Corporation. Unpublished (expected publication date of Fall 2022, on https://sjp.mitre.org/). ] 

· Take a class[endnoteRef:127] [127: equityXdesign. (2022, April 29). Introduction to equityXdesign [Course]. https://courses.equitymeetsdesign.com/p/introduction-to-equityxdesign1] 

· Watch an expert’s perspective[endnoteRef:128]
 [128:  Wellbeing Waterloo Region. (2020, February 6). Challenging systemic barriers: The equity lens (Part 1 of 3) [Video]. YouTube. https://www.youtube.com/watch?v=UlMv40-YoNs (start at 01:35); Wellbeing Waterloo Region. (2020, February 6). Challenging systemic barriers: The equity lens (Part 2 of 3) [Video]. YouTube. https://www.youtube.com/watch?v=wiCd6Hxitps; and Wellbeing Waterloo Region. (2020, February 6). Challenging systemic barriers: The equity lens (Part 3 of 3) [Video]. YouTube. https://www.youtube.com/watch?v=MqT5oz9nGe0 ] 

A Final Thought
Changing our habits and patterns is hard, regardless of topic. Changing our thinking and actions around equity is really hard. It takes practice. It takes repetition. I repeat, it takes repetition.
So keep learning, keep trying, keep finding ways to hold yourself accountable to those beyond your team. Working on this with your team will help keep you all accountable to each other. Share your successes, share your stumbles, and you’re always welcome to reach out at jrotner@mitre.org. 
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Appendix: Ethical OS Risk Mitigation Checklist
Because this workbook cites the eight technology risk zones as categorized in the Ethical OS Toolkit, and one of the workbook’s activities is inspired by their work, I am including a copy of the original Risk Mitigation Checklist that was developed by the Ethical OS team (a partnership between the Institute of the Future, a think tank, and the Tech and Society Solutions Lab, an initiative from Omidyar Network.)
The original document can be found at https://ethicalos.org/wpcontent/uploads/2018/08/EthicalOS_Check-List_080618.pdf  The full Ethical OS Toolkit can be found at: https://ethicalos.org/
Note: This is an earlier iteration of the researchers’ work, so the eight risk zones don’t exactly map to the ones cited in the pages above.

Most tech is designed with the best intentions. But once a product is released and reaches scale, all bets are off. The Risk Mitigation Manual presents eight risk zones where we believe hard-to-anticipate and unwelcome consequences are most likely to emerge. 
Different tech runs different risks. This checklist will help you prioritize your efforts.
How it works:
Choose a technology, product or feature you’re working on. Read through the checklist and identify the questions and risk zones most relevant to you and the technology you’ve chosen. Use the “Now what?” action items to start investigating and mitigating these risks.
Risk Zone 1: Truth, Disinformation, and Propaganda
☐ What type of data do users expect you to accurately share, measure or collect?
☐ How could bad actors use your tech to subvert or attack the truth? What could potentially become the equivalent of fake news, bots or deepfake videos on your platform?
☐ How could someone use this technology to undermine trust in established social institutions, like media, medicine, democracy, science? Could your tech be used to generate or spread misinformation to create political distrust or social unrest.
☐ Imagine the form such misinformation might take on your platform. Even if your tech is meant to be apolitical in nature, how could it be co-opted to destabilize a government?
Risk Zone 2: Addiction & the Dopamine Economy
☐ Does the business model behind your chosen technology benefit from maximizing user attention and engagement—i.e., the more, the better? If so, is that good for the mental, physical or social health of the people who use it? What might not be good about it?
☐ What does “extreme” use, addiction or unhealthy engagement with your tech look like? What does “moderate” use or healthy engagement look like?
☐ How could you design a system that encourages moderate use? Can you imagine a business model where moderate use is more sustainable or profitable than always seeking to increase or maximize engagement?
☐ If there is potential for toxic materials like conspiracy theories and propaganda to drive high levels of engagement, what steps are being taken to reduce the prevalence of that content? Is it enough?
Risk Zone 3: Economic & Asset Inequalities
☐ Who will have access to this technology and who won’t? Will people or communities who don’t have access to this technology suffer a setback compared to those who do? What does that setback look like? What new differences will there be between the “haves” and “have-nots” of this technology?
☐ What asset does your technology create, collect, or disseminate? (example: health data, gigs, a virtual currency, deep AI) Who has access to this asset? Who has the ability to monetize it? Is the asset (or profits from it) fairly shared or distributed with other parties who help create or collect it?
☐ Are you using machine learning and robots to create wealth, rather than human labor? If you are reducing human employment, how might that impact overall economic well-being and social stability? Are there other ways your company or product can contribute to our collective economic security, if not through employment of people?
Risk Zone 4: Machine Ethics & Algorithmic Biases
☐ Does this technology make use of deep data sets and machine learning? If so, are there gaps or historical biases in the data that might bias the technology?
☐ Have you seen instances of personal or individual bias enter into your product’s algorithms? How could these have been prevented or mitigated?
☐ Is the technology reinforcing or amplifying existing bias?
☐ Who is responsible for developing the algorithm? Is there a lack of diversity in the people responsible for the design of the technology?
☐ How will you push back against a blind preference for automation (the assumption that AI-based systems and decisions are correct, and don’t need to be verified or audited)?
☐ Are your algorithms transparent to the people impacted by them? Is there any recourse for people who feel they have been incorrectly or unfairly assessed?
Risk Zone 5: Surveillance State
☐ How might a government or military body utilize this technology to increase its capacity to surveil or otherwise infringe upon the rights of its citizens?
☐ What could governments do with the data you’re collecting about users if they were granted access to it, or if they legally required or subpoenaed access to it?
☐ Who, besides government or military, might use the tools and data you’re creating to increase surveillance of targeted individuals? Whom would they track, why—and do you want your tech to be used in this way?
☐ Are you creating data that could follow users throughout their lifetimes, affect their reputations, and impact their future opportunities? Will the data your tech is generating have long-term consequences for the freedoms and reputation of individuals?
☐ Whom would you not want to use your data to surveil and make decisions about individuals, and why not? What can you do to proactively protect this data from being accessible to them?
Risk Zone 6: Data Control & Monetization
☐ Do your users have the right and ability to access the data you have collected about them? How can you support users in easily and transparently knowing about themselves what you know about them?
☐ If you profit from the use or sale of user data, do your users share in that profit? What options would you consider for giving users the right to share profits on their own data?
☐ Could you build ways to give users the right to share and monetize their own data independently?
☐ What could bad actors do with this data if they had access to it? What is the worst thing someone could do with this data if it were stolen or leaked?
☐ Do you have a policy in place of what happens to customer data if your company is bought, sold or shut down?
Risk Zone 7: Implicit Trust & User Understanding
☐ Does your technology do anything your users don’t know about, or would probably be surprised to find out about? If so, why are you not sharing this information explicitly—and what kind of backlash might you face if users found out?
☐ If users object to the idea of their actions being monetized, or data being sold to specific types of groups or organizations, though still want to use the platform, what options do they have? Is it possible to create alternative models that build trust and allows users to opt-in or opt-out of different aspects of your business model moving forward?
☐ Are all users treated equally? If not—and your algorithms and predictive technologies prioritize certain information or sets prices or access differently for different users—how would you handle consumer demands or government regulations that require all users be treated equally, or at least transparently unequally?
Risk Zone 8: Hateful & Criminal Actors
☐ How could someone use your technology to bully, stalk, or harass other people?
☐ What new kinds of ransomware, theft, financial crimes, fraud, or other illegal activity
could potentially arise in or around your tech?
☐ Do technology makers have an ethical responsibility to make it harder for bad actors to act?
☐ How could organized hate groups use your technology to spread hate, recruit, or discriminate against others? What does organized hate look like on your platform or community or users?
☐ What are the risks of your technology being weaponized? What responsibility do you have to prevent this? How do you work to create regulations or international treaties to prevent the weaponizing of technology?
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Gloria Steinem -- writer, social activist, and feminist organizer
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Antionette Carroll -- founder and CEO of Creative Reaction Lab
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Ruha Benjamin -- sociologist and professor at Princeton University
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